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2024 FCA 140 

Privacy Commissioner of Canada (Appellant) 

v. 

Facebook, Inc. (Respondent) 

INDEXED AS: CANADA (PRIVACY COMMISSIONER) V. FACEBOOK, INC. 

Federal Court of Appeal, Rennie, Gleason and Goyette JJ.A.—Ottawa, February 21; 
September 9, 2024. 

Privacy — Personal Information Protection and Electronic Documents Act — Appeal from Federal 
Court decision dismissing application under Personal Information Protection and Electronic 
Documents Act (PIPEDA), s. 15(a) alleging that respondent, Facebook, Inc. (Facebook), breached 
PIPEDA through its practice of sharing Facebook users’ personal information with third-party 
applications (apps) hosted on Facebook’s platform — “Platform” technology launched in 2007 
enabled third parties to build apps that can run on Facebook, be installed by users — Facebook had 
two user-facing policies in place at relevant time: Data Policy, Terms of Service — Data Policy 
explained how information is shared on Facebook — In 2013, Dr. Aleksandr Kogan, then professor 
at University of Cambridge, launched “thisisyourdigitallife” (TYDL) app on Platform — Through 
Platform, Dr. Kogan able to access Facebook profile information of every user who installed TYDL 
as well as information of every installing user’s Facebook friends — User data obtained by TYDL 
later sold to Cambridge Analytica Ltd. (Cambridge Analytica) — Data of over 600,000 Canadians 
disclosed — Facebook removed TYDL from Platform, asked Cambridge Analytica to delete data it 
obtained — Parties agree that Dr. Kogan breached Facebook’s Platform policy by requesting access 
to user data beyond what it needed to function, by using users’ friends’ data, by transferring, selling 
user data to third party — Appellant investigated, concluded that Facebook failed to obtain valid, 
meaningful consent for its disclosures to apps, failed to safeguard its users’ information — Appeal 
herein concerning scope of obligations of meaningful consent, safeguarding as set out in PIPEDA, 
Sch. 1 — Meaningful consent described in Sch. 1, clause 4.3 as “Principle 3” — Central issues 
before Federal Court whether Facebook failed to obtain meaningful consent from users, Facebook 
friends of users when sharing their personal information with third-party apps; whether Facebook 
failed to adequately safeguard user information — Federal Court dismissed importance of statistical 
evidence submitted by appellant — Held that appellant failed to discharge their burden to show that 
Facebook had not adequately safeguarded user information — In reaching this conclusion, Federal 
Court noted that occurrence of data breach not necessarily meaning that an organization has 
adequate or inadequate safeguards; held that Facebook’s safeguarding obligations end once 
information disclosed to third-party apps; found insufficient expert, subjective evidence to determine 
whether Facebook’s contractual agreements, enforcement policies constituted adequate safeguards 
— Main issue herein whether Federal Court made errors in interpreting, applying PIPEDA as well as 
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errors in assessing evidence — Federal Court erred when it premised its conclusion exclusively or in 
large part on absence of expert, subjective evidence given objective inquiry — Failed to inquire into 
existence or adequacy of consent given by friends of users who downloaded third-party apps — Did 
not ask itself question required by PIPEDA: whether each user who had their data disclosed 
consented to that disclosure — Did not engage with evidence which framed, informed content of 
meaningful consent under PIPEDA, Sch. 1, clause 4.3, PIPEDA, s. 6.1 — Considered subjective 
evidence from Facebook users as to their expectations of privacy critical in determining whether user 
provided meaningful consent — Subjective evidence not playing role in analysis focused on 
perspective of reasonable person — Legislation requiring balance, not between competing rights, 
but between corporation’s need for information, right to information — Circumstances of consent 
herein differed between two groups of Facebook users whose data was disclosed: users who 
downloaded third-party apps, and friends of those users — Distinction between users, friends of 
users fundamental to analysis under PIPEDA — Facebook did not afford friends of users opportunity 
to meaningfully consent to disclosure of their data — This not in accordance PIPEDA, Sch. 1, clause 
4.3.2 — Data Policy offered mundane examples of how apps may use user data — Language in 
Data Policy too broad to be effective — Meaningful consent under Principle 3 and s. 6.1 based on 
reasonable person’s understanding of nature, use, consequences of disclosure — Here, impossible 
for friends of users to inform themselves about purposes for which each third-party app would be 
using their data at time of disclosure, or even to know that their data was being shared with such 
apps — By accepting Terms of Service, user deemed to have consented to both Terms of Service, 
Data Policy — This not the kind of active, positive, targeted consent contemplated by Principle 3 and 
s. 6.1 — Consequence of viewing Facebook as neutral, passive intermediary is to diminish, if not 
efface, Facebook’s responsibilities under PIPEDA — Reasonable Facebook user would expect 
Facebook to have in place robust preventative measures to stop bad actors from misrepresenting 
their own privacy practices, accessing user data under false pretences — Facebook failed to act on 
TYDL’s 2014 request for unnecessary user information — Facebook did not adequately inform users 
of risks to their data upon signing up to Facebook — Same heightened scrutiny applied by the 
Supreme Court of Canada in Douez v. Facebook, Inc. should also apply to clauses in Data Policy 
purporting to authorize broad future disclosures of data, potentially to bad actors — No user 
provided meaningful consent to all data disclosures by Facebook in the relevant period — 
Unauthorized disclosures here direct result of Facebook’s policy, user design choices — Having 
created opportunity for data breach, Facebook cannot contract itself out of its statutory obligations — 
Facebook breached its safeguarding obligations during relevant period by failing to adequately 
monitor, enforce privacy practices of third-party apps operating on Platform — Distinction between 
individual’s right of privacy, organization’s need to collect, use or disclose personal information 
important conceptual foundation in application of PIPEDA — Question not whether there is a 
provision buried in terms of service whereby user can be said to have consented — Question 
relevant, but not determinative of compliance with twin obligations of PIPEDA — Appeal allowed.  

Estoppel — Federal Court dismissed application under Personal Information Protection and 
Electronic Documents Act (PIPEDA), s. 15(a) alleging that respondent, Facebook, Inc. (Facebook), 
breached PIPEDA through its practice of sharing Facebook users’ personal information with third-
party applications (apps) hosted on Facebook’s platform — Appellant investigated, concluded that 
Facebook failed to obtain valid, meaningful consent for its disclosures to apps, failed to safeguard its 
users’ information — Federal Court held that appellant failed to discharge their burden to show that 
Facebook had not adequately safeguarded user information — In present appeal, Facebook relied 
on doctrines of estoppel, officially induced error to argue there could be no breach of PIPEDA — 
This argument arose from 2008-2009 investigation following which appellant issued 
recommendations, including that Facebook limit third-party apps’ access to user information — 
Appellant later sent Facebook letter stating that Facebook had satisfied its commitments — 
Facebook’s reliance on estoppel, official induced error failed for three reasons — First, appellant’s 
statements equivocal — Even assuming Facebook was compliant, representations encouraged 
further action — Second, applications under PIPEDA treated as de novo hearings — Finally, 
estoppel in public law context having narrow application — Appellant could not be prevented from 
carrying out their statutory duty today because of equivocal representation made over 10 years ago. 
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APPEAL from a Federal Court decision (2023 FC 533) that dismissed an application 
pursuant to paragraph 15(a) of the Personal Information Protection and Electronic 
Documents Act (PIPEDA) alleging that the respondent breached PIPEDA through its 
practice of sharing users’ personal information with third-party applications. Appeal 
allowed. 
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The following are the reasons for judgment rendered in English by 

RENNIE J.A.: 

Overview 

[1] The Privacy Commissioner of Canada commenced proceedings in the Federal 
Court alleging that Facebook, Inc. (Facebook) (now Meta Platforms Inc.) breached the 
Personal Information Protection and Electronic Documents Act, S.C. 2000, c. 5 
(PIPEDA) through its practice of sharing Facebook users’ personal information with 
third-party applications (apps) hosted on the Facebook platform. The proceeding arose 
from the Commissioner’s investigation into the scraping of Facebook user data by the 
app “thisisyourdigitallife” (TYDL) and its subsequent selling of the data to Cambridge 
Analytica Ltd. (Cambridge Analytica) for psychographic modeling purposes between 
November 2013 and December 2015. 

[2] The Federal Court, per Manson J. (Canada (Privacy Commissioner) v. 
Facebook, Inc., 2023 FC 533, 2023 A.C.W.S. 1512), dismissed the Commissioner’s 
application, finding that the Commissioner had not shown that Facebook failed to obtain 
meaningful consent from users for disclosure of their data, nor that Facebook failed to 
adequately safeguard user data. 

[3] I would allow the appeal. The Federal Court erred in its analysis of meaningful 
consent and safeguarding under PIPEDA. I conclude that Facebook breached 
PIPEDA’s requirement that it obtain meaningful consent from users prior to data 
disclosure and failed in its obligation to safeguard user data. 

Facebook’s privacy measures 

[4] Facebook is an online social media platform that allows users to share 
information. Facebook’s business model centres around attracting and maintaining 
users on its platform for the purpose of selling advertising. The greater the number of 
users and the more specific the information about users known to advertisers, the 
greater the revenue to Facebook. As will be discussed later, this is an important 
contextual fact which frames the legislative obligations at issue in this appeal. 

[5] In 2007, Facebook launched “Platform”, a technology that enabled third parties to 
build apps that can run on Facebook and be installed by users. These apps offer users 
personalized social and entertainment experiences, such as playing games, sharing 
photos, or listening to music. By 2013, 41 million apps were available on Facebook. 
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[6] Facebook also deployed an app programming interface called “Graph API” which 
allows third-party apps to receive user information. Between 2013 and 2018, Graph API 
underwent two revisions. Under version 1 (Graph API v1), apps could ask installing 
users for permission to access information about installing users and about installing 
users’ friends. Under version 2 (Graph API v2), issued in April 2014, apps could no 
longer request permission to access information about installing users’ friends, subject 
to limited exceptions, all of which were removed by March 2018. Facebook also 
introduced “App Review” alongside Graph API v2, a process that was meant to require 
apps seeking access to user information beyond a user’s basic profile to show how the 
additional information would improve the user’s experience on the app. 

[7] Although Graph API v2 took effect in April 2014, existing apps were given a one-
year grace period to continue functioning under Graph API v1. The alleged breaches of 
PIPEDA that provided the impetus for these proceedings occurred under Graph API v1, 
and took place between November 2013, when TYDL was launched, and December 
2015, when TYDL was removed from Facebook’s Platform. 

[8] During this period, there were three layers to Facebook’s consent policies and 
practices: platform-wide policies, user controls, and educational resources. As these 
practices provide context to the inquiries into meaningful consent and safeguarding, 
they require some elaboration. 

Facebook’s platform-wide policies 

[9] Facebook had two user-facing policies in place at the relevant time: the Data 
Policy and the Terms of Service. While Facebook employed different versions of these 
policies over the relevant period, the policies “remained mostly consistent” (Federal 
Court decision, at paragraph 16). When users signed up to Facebook, they had to agree 
with the Terms of Service and were told that in so doing, they were deemed to have 
read the Data Policy. Both policies were hyperlinked directly above Facebook’s “sign 
up” button. 

[10] The Terms of Service explained users’ rights and responsibilities, including how 
users could control their information. The Terms of Service explained that “[apps] may 
ask for your permission to access your content and information as well as content and 
information that others have shared with you”; that “your agreement with that [app] will 
control how the [app] can use, store, and transfer that content and information”; and 
that “[y]ou may also delete your account or disable your [app] at any time”. 

[11] The Terms of Service were approximately 4,500 words in length. 

[12] The Data Policy explained how information is shared on Facebook and included 
descriptions of the following: 

(a) The meaning of “public information” (namely, information that a user “choose[s] 
to make public, as well as information that is always publicly available”), and the 
consequences of making information public (including the information 
being “accessible to anyone who uses… [Facebook’s] Graph API”); 

(b) Facebook’s user controls and permissions for sharing user data; and 
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(c) Information about users that is shared with third-party apps—including when 
their Facebook friends used third-party apps—and how users could control the 
information they wished to share. 

[13] The Data Policy, which the user was deemed to have read by agreeing to the 
Terms of Service, was approximately 9,100 words in length. 

Facebook’s user controls 

[14] Facebook users could manipulate certain settings and permissions to choose the 
extent to which information was shared with third-party apps. 

[15] In 2010, Facebook added the Granular Data Permissions (GDP) process to 
Platform. The GDP provided users installing an app with a notice about which 
categories of information that app sought to access, a hyperlink to the app’s privacy 
policy, and the choice to grant or deny the requested permissions. Facebook’s 2014 
version of the GDP process gave users the ability to grant or deny apps permission to 
access specific categories of data. 

[16] Facebook users also had access to an “App Settings” page that allowed them to 
view all apps in use, delete unwanted apps, or turn off Platform to prevent any apps 
from accessing any non-public information. After the launch of the GDP process, 
Facebook updated the App Settings page to display each app’s current permissions and 
to allow users to remove certain permissions. 

[17] The App Settings page also had an “Information Accessible Through Your 
Friends” setting that enabled users to restrict information accessible to apps installed by 
their friends. The setting stated that “[p]eople on Facebook who can see your 
information can bring it with them when they use apps”. 

[18] Finally, Facebook users had access to a “Privacy Settings” page, which allowed 
them to select a default audience for posts, but which also reminded users that “the 
people you share with can always share your information with others, including apps”. 
Facebook users could also opt out of Platform, preventing apps from accessing any of 
their information, or delete their account and ask relevant apps to delete their 
information. 

Facebook’s educational resources 

[19] Resources offered to Facebook users between 2013 and 2015 included a Help 
Center, which provided educational materials on privacy topics such as what 
information is shared when friends use third-party apps and how to control that 
information. Other tools available included “Privacy Tour”, “Privacy Checkup”, 
and “Privacy Basics”, through which users could inform themselves about Facebook’s 
privacy policies and review certain privacy settings; and “Privacy Shortcuts”, found next 
to Facebook’s “home” button, which provided information to users under the headings 
of “Who can see my stuff?”, “Who can contact me?”, and “How do I stop someone from 
bothering me?”. 

Facebook’s contracts with third-party apps 
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[20] Facebook required third-party apps to agree to Facebook’s Platform Policy and 
Terms of Service before being granted access to Platform. The Platform Policy imposed 
contractual duties on apps, including that the app: 

(a) Only request user data necessary to operate their app, and only use user’s 
friends’ data in the context of the user’s experience on the app; 

(b) Have a privacy policy telling users what data the app would use and how it will 
use or share that data; 

(c) Obtain explicit consent from a user before using any non-basic information for 
any other purpose aside from displaying it back to the user; and 

(d) Refrain from selling or purchasing data obtained from Facebook. 

[21] Facebook admits that it did not assess or verify the actual content of apps’ 
privacy policies; it only verified that the hyperlink to an app’s privacy policy linked to a 
functioning web page. 

[22] The Platform Policy also specified Facebook’s right to take enforcement action. 
While Facebook took approximately 6 million enforcement actions against apps 
between August 2012 and July 2018, the reasons for each enforcement action are 
unknown. 

TYDL and Cambridge Analytica 

[23] In November 2013, Dr. Aleksandr Kogan, then a professor at the University of 
Cambridge, launched the TYDL app on Platform (and thus agreed to Facebook’s 
Platform Policy and Terms of Service). TYDL was presented to users as a personality 
quiz. Through Platform, Dr. Kogan was able to access the Facebook profile information 
of every user who installed TYDL as well as the information of every installing user’s 
Facebook friends. Approximately 272 Canadian users installed TYDL, enabling the 
disclosure of the data of over 600,000 Canadians. Media reports in December 2015 
revealed that user data obtained by TYDL was sold to a corporation named Cambridge 
Analytica and a related entity, and that the data was used to develop “psychographic” 
models for the purpose of targeting political messages towards Facebook users leading 
up to the 2016 United States (U.S.) presidential election. 

[24] TYDL was launched under Graph API v1 and stayed on Platform during the 
transition to Graph API v2. Although it did not comply with the Graph API v2 
requirements, it continued to operate during the grace period between Graph API v1 
and Graph API v2. Following the announcement of Graph API v2, Dr. Kogan applied for 
expanded access to additional personal information. Facebook denied the request since 
the information would not be used to “enhance the user’s in-app experience” (Federal 
Court decision, at paragraph 43). It is of significance that even though it knew of this 
request, Facebook took no steps to scrutinize TYDL’s use of data while the app 
continued to operate under Graph API v1. 

[25] In 2015, Facebook removed TYDL from Platform and asked Cambridge Analytica 
to delete the data it obtained. Facebook neither notified affected users, nor did it bar Dr. 
Kogan or Cambridge Analytica from Platform. It was not until 2018 that Facebook 
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suspended Dr. Kogan and Cambridge Analytica from Platform, again following media 
reports that they had not deleted the data as requested in 2015. 

[26] The parties agree that Dr. Kogan breached Facebook’s Platform Policy by 
requesting access to user data beyond what it needed to function, by using users’ 
friends’ data for purposes beyond augmenting the app experience of installing users, 
and by transferring and selling user data to a third party. TYDL’s purported privacy 
policy also contained terms inconsistent with Facebook’s Platform Policy. 

[27] The Commissioner subsequently received a complaint about Facebook’s 
compliance with PIPEDA. The Commissioner investigated and concluded that 
Facebook failed to obtain valid and meaningful consent for its disclosures to apps, and 
failed to safeguard its users’ information. In February 2020, the Commissioner filed the 
Notice of Application commencing the application at issue in the Federal Court (Federal 
Court decision, at paragraphs 34 and 44). I note, parenthetically, that the application 
was filed just as the COVID-19 pandemic was unfolding, which accounts for the delay 
between the application and its disposition by the Federal Court. 

Statutory Provisions 

[28] This appeal concerns the scope of the obligations of meaningful consent and 
safeguarding as set out in Schedule 1 of PIPEDA. Organizations must comply with 
Schedule 1 of PIPEDA pursuant to subsection 5(1) of PIPEDA. 

[29] Meaningful consent and safeguarding are legislatively prescribed terms, set out 
as “Principles” in the Act. Meaningful consent is described in clause 4.3 of Schedule 1 
of PIPEDA as “Principle 3”. Section 6.1 of PIPEDA was added in 2015. It incorporates 
as a separate section in (in somewhat clearer terms) the obligations that were already 
contained in Principle 3 of the Schedule: 

Valid consent 

6.1 For the purposes of clause 4.3 of Schedule 1, the consent of an individual is 
only valid if it is reasonable to expect that an individual to whom the organization’s 
activities are directed would understand the nature, purpose and consequences of 
the collection, use or disclosure of the personal information to which they are 
consenting. 

… 

4.3 Principle 3 - Consent 

The knowledge and consent of the individual are required for the collection, use, 
or disclosure of personal information, except where inappropriate. 

… 

4.3.1  

Consent is required for the collection of personal information and the subsequent 
use or disclosure of this information. Typically, an organization will seek consent 
for the use or disclosure of the information at the time of collection. In certain 
circumstances, consent with respect to use or disclosure may be sought after the 
information has been collected but before use (for example, when an organization 
wants to use information for a purpose not previously identified). 
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4.3.2 

The principle requires “knowledge and consent”. Organizations shall make a 
reasonable effort to ensure that the individual is advised of the purposes for which 
the information will be used. To make the consent meaningful, the purposes must 
be stated in such a manner that the individual can reasonably understand how the 
information will be used or disclosed. 

4.3.3  

An organization shall not, as a condition of the supply of a product or service, 
require an individual to consent to the collection, use, or disclosure of information 
beyond that required to fulfil the explicitly specified, and legitimate purposes. 

4.3.4  

The form of the consent sought by the organization may vary, depending upon the 
circumstances and the type of information. In determining the form of consent to 
use, organizations shall take into account the sensitivity of the information. 
Although some information (for example, medical records and income records) is 
almost always considered to be sensitive, any information can be sensitive, 
depending on the context. For example, the names and addresses of subscribers 
to a newsmagazine would generally not be considered sensitive information. 
However, the names and addresses of subscribers to some special-interest 
magazines might be considered sensitive. 

4.3.5  

In obtaining consent, the reasonable expectations of the individual are also 
relevant. For example, an individual buying a subscription to a magazine should 
reasonably expect that the organization, in addition to using the individual’s name 
and address for mailing and billing purposes, would also contact the person to 
solicit the renewal of the subscription. In this case, the organization can assume 
that the individual’s request constitutes consent for specific purposes. On the 
other hand, an individual would not reasonably expect that personal information 
given to a health-care professional would be given to a company selling health-
care products, unless consent were obtained. Consent shall not be obtained 
through deception. 

4.3.6  

The way in which an organization seeks consent may vary, depending on the 
circumstances and the type of information collected. An organization should 
generally seek express consent when the information is likely to be considered 
sensitive. Implied consent would generally be appropriate when the information is 
less sensitive. Consent can also be given by an authorized representative (such 
as a legal guardian or a person having power of attorney). 

4.3.7  

Individuals can give consent in many ways. For example: 

(a) an application form may be used to seek consent, collect information, and 

inform the individual of the use that will be made of the information. By completing 
and signing the form, the individual is giving consent to the collection and the 
specified uses; 

(b) a checkoff box may be used to allow individuals to request that their names 
and addresses not be given to other organizations. Individuals who do not check 
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the box are assumed to consent to the transfer of this information to third parties; 

(c) consent may be given orally when information is collected over the telephone; 

or 

(d) consent may be given at the time that individuals use a product or service. 

[30] Principles of safeguarding are set out in clause 4.7 of Schedule 1 of PIPEDA 
as “Principle 7”. The relevant portions are set out below: 

4.7 Principle 7 — Safeguards 

Personal information shall be protected by security safeguards appropriate to the 
sensitivity of the information. 

4.7.1  

The security safeguards shall protect personal information against loss or theft, as 
well as unauthorized access, disclosure, copying, use, or modification. 
Organizations shall protect personal information regardless of the format in which 
it is held. 

4.7.2  

The nature of the safeguards will vary depending on the sensitivity of the 
information that has been collected, the amount, distribution, and format of the 
information, and the method of storage. More sensitive information should be 
safeguarded by a higher level of protection. The concept of sensitivity is discussed 
in Clause 4.3.4. 

4.7.3  

The methods of protection should include 

(a) physical measures, for example, locked filing cabinets and restricted access to 

offices; 

(b) organizational measures, for example, security clearances and limiting access 
on a “need-to-know” basis; and 

(c) technological measures, for example, the use of passwords and encryption. 

4.7.4  

Organizations shall make their employees aware of the importance of maintaining 
the confidentiality of personal information. 

[31] Finally, section 3 of PIPEDA sets out PIPEDA’s purpose: 

Purpose 

3 The purpose of this Part is to establish, in an era in which technology 
increasingly facilitates the circulation and exchange of information, rules to govern 
the collection, use and disclosure of personal information in a manner that 
recognizes the right of privacy of individuals with respect to their personal 
information and the need of organizations to collect, use or disclose personal 
information for purposes that a reasonable person would consider appropriate in 
the circumstances. 
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The Federal Court Decision 

[32] The Federal Court began its analysis by noting that applications under paragraph 
15(a) of PIPEDA are de novo proceedings, with the basic question being whether 
Facebook breached PIPEDA, and if so, what remedy should flow. The Court observed 
that the purpose of Part 1 of PIPEDA (which governs the use of personal information in 
the private sector) is to balance a user’s right to protect their information and “an 
organization’s right to reasonably collect, use or disclose personal information” (Federal 
Court decision, at paragraph 50). The Court acknowledged that while PIPEDA is quasi-
constitutional legislation, the ordinary exercise of statutory interpretation still applies, 
and the Court must interpret PIPEDA in a flexible and common-sense manner. 

[33] The Court then dealt with the two central issues: whether Facebook failed to 
obtain meaningful consent from users and Facebook friends of users when sharing their 
personal information with third-party apps; and whether Facebook failed to adequately 
safeguard user information. The Court held that the Commissioner had failed to 
discharge their burden on both allegations. 

[34] In reaching this conclusion, the Court said that it “[found] itself in an evidentiary 
vacuum” (Federal Court decision, at paragraph 71). The Court noted that the 
Commissioner neither used their powers to compel evidence from Facebook, nor did 
the Commissioner provide any expert evidence as to what Facebook could do 
differently. The Court also noted the absence of subjective evidence from Facebook 
users as to their expectations and understandings of privacy. 

[35] The Court said that this subjective and expert evidence was not “strictly 
necessary”, but that it would have assisted the Court in its analysis “in an area where 
the standard for reasonableness and user expectations may be especially context 
dependent and are ever-evolving”. In the absence of evidence of this nature, the 
Federal Court found that the Commissioner’s burden could not be met by “speculation 
and inferences [as to the user’s perspective] derived from a paucity of material facts” 
(Federal Court decision, at paragraphs 71–72 and 78). 

[36] The Court also dismissed the importance of statistical evidence submitted by the 
Commissioner. This evidence, originating from Facebook, established that in 2013, 46 
percent of Facebook app developers had not reviewed the Platform Policy or the Terms 
of Service since launching their app. The Federal Court found that this statistic 
was insignificant (Federal Court decision, at paragraphs 73–76). 

[37] The Court then held that the Commissioner also failed to discharge their burden 
to show that Facebook had not adequately safeguarded user information. In reaching 
this conclusion, the Court relied on three propositions. 

[38] First, the Court noted that the occurrence of a data breach does not necessarily 
mean that an organization has adequate or inadequate safeguards (Federal Court 
decision, at paragraph 82). 

[39] Second, the Court held that Facebook’s safeguarding obligations end once 
information is disclosed to third-party apps (Federal Court decision, at paragraphs 86–
88, citing Englander v. TELUS Communications Inc., 2004 FCA 387, [2005] 2 F.C.R. 
572 (Englander), as well as other clauses (4.1.2 and 4.7.3 of Schedule 1) and sections 
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(7.2) of PIPEDA which speak to the need to establish safeguards over information 
currently within the control of the organization). The Court noted that its interpretation 
must remain principled, as the legislation “applies equally to a social media giant as it 
may apply to the local bank or car dealership” (Federal Court decision, at paragraph 
90). 

[40] Finally, the Court found that even if the safeguarding obligations applied to 
Facebook following its disclosure of information to third-party applications, there was, 
again, insufficient expert and subjective evidence to determine whether Facebook’s 
contractual agreements and enforcement policies constituted adequate safeguards. The 
Court cited Bhasin v. Hrynew, 2014 SCC 71, [2014] 3 S.C.R. 494 for the proposition 
that commercial parties reasonably expect honesty and good faith in their contractual 
dealings, suggesting that Facebook could rely on apps to comply with the contractual 
agreements. 

[41] Given these findings, the Court did not deal with two defences raised by 
Facebook, the doctrine of estoppel by representation or officially induced error, that 
Facebook claimed should result in the complaint being dismissed. 

Issues on Appeal and the Positions of the Parties 

[42] The Commissioner submits that the Federal Court made errors in interpreting 
and applying PIPEDA as well as errors in assessing the evidence. 

[43] First, the Commissioner submits that the Court “set the bar too low” in its 
interpretation of meaningful consent under PIPEDA. The Court did not consider how 
Facebook’s notice and consent model constituted meaningful consent given Facebook’s 
admission that it did not review the privacy policies of third-party apps before disclosing 
information. Nor did the Court analyze evidence that Facebook’s Terms of Service and 
Data Policy were lengthy and not read or understood by most people, and evidence that 
TYDL’s privacy policy did not indicate the political advertisement targeting purposes for 
user information. 

[44] Second, the Commissioner also submits that the Court also erred by failing to 
distinguish between meaningful consent for installing users and meaningful consent for 
friends of installing users, despite the different consent processes and protections for 
these groups. According to the Commissioner, had the Court so distinguished, it would 
have found that meaningful consent was not provided from either group, without the 
need for expert or subjective lay evidence. 

[45] Third, the Commissioner submits that the Court erred in determining meaningful 
consent by calling for subjective evidence of user experience, expert evidence, or 
evidence of what Facebook could have done differently, instead of applying an 
objective, user-focused reasonableness standard. The Commissioner points to the use 
of the term “reasonable” in clause 4.3 [of Schedule 1] and section 6.1 of PIPEDA, as 
well as case law on the reasonable expectation of privacy, which applies an objectively 
determined, normative standard. 

[46] With respect to the safeguarding duty, the Commissioner submits that the failure 
to safeguard information follows the failure to obtain consent. The Federal Court’s 
conclusion in respect of Facebook’s safeguarding duty rested on the fact that Facebook 
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did not have post-disclosure obligations, but the Court erred in failing to consider 
Facebook’s conduct before the personal information was disclosed (such as Facebook’s 
failure to review privacy policies of third-party apps, even in the presence of privacy-
related “red flags”). The Commissioner alleges that the Court should have treated this 
as prima facie evidence of Facebook’s failure to take appropriate steps to safeguard 
information and drawn further inferences from the evidence available, especially given 
the difficulties associated with demonstrating that an organization has failed to internally 
safeguard one’s personal information, citing Montalbo v. Royal Bank of Canada, 2018 
FC 1155, 299 A.C.W.S. (3d) 199. 

[47] Finally, the Commissioner submits that the Court erred in finding that there was 
an “evidentiary vacuum” with respect to both the meaningful consent and safeguarding 
issues, as the record contained “extensive and fulsome evidence” of a breach of these 
obligations by Facebook, including: 

(a) The means by which Facebook purported to obtain meaningful consent: the 
length and breadth of the Terms of Service and Data Policy, the requirement for 
users to take proactive steps to review these policies following sign-up, and 
U.S. Senate testimony from Facebook’s Chief Executive Officer, Mark 
Zuckerberg, that people did not read or understand the Terms of Service or 
Data Policy; 

(b) That friends of installing users were not notified of Facebook’s disclosure of 
their personal information to third-party apps and evidence that Facebook knew 
that users were “often surprised” to find out that their friend had shared their 
personal information with an app; 

(c) Facebook’s acknowledgement in March 2018 that there was much more work 
to be done “to enforce our policies and help people understand… the choices 
they have over their data” and “that privacy settings and other important tools 
are too hard to find”; and 

(d) That Facebook failed to act on “red flags” from third-party apps, knew that there 
were some “bad actors” among the third-party apps on Platform, and knew that 
a segment of app developers were not reviewing the Platform Policy. 

[48] In response, Facebook submits that the Federal Court made no error in its 
assessment of the evidence, arguing that the Court considered all relevant evidence 
and found that the Commissioner had not satisfied their burden, and that this Court 
should not intervene just because it disagrees with the Court below. 

[49] Facebook says that the Federal Court correctly interpreted PIPEDA. The Court 
acknowledged its quasi-constitutional status, but Facebook submits that the Court 
ultimately—and correctly—held that this does not displace ordinary principles of 
statutory interpretation, that PIPEDA should be given a flexible and common-sense 
interpretation, and that PIPEDA aims to balance privacy and commercial interests. 

[50] Facebook says that there are four responses to the Commissioner’s argument 
that the Court failed to balance interests by not requiring Facebook to adduce any 
evidence as to why it was commercially unable to review the privacy policies of the apps 
it hosted: the Commissioner’s burden of proof; Facebook’s unchallenged evidence that 
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such monitoring would be practically impossible; the irrelevance of third-party apps’ 
policies to Facebook’s consent and safeguarding duties; and Facebook’s entitlement to 
rely on the honest execution of its contracts. 

[51] Facebook submits that the Court made no errors in its meaningful consent 
analysis. It says that the Court understood the Commissioner’s argument that neither 
users nor their Facebook friends gave meaningful consent, but ultimately found that 
there was insufficient evidence on which to find a breach of PIPEDA. In any event, 
Facebook met the applicable standards for meaningful consent: people could only use 
Facebook after agreeing to its Data Policy and Terms of Service, and through these 
policies, as well as various settings, tools, and permissions, Facebook explained to all 
of its users how their information would be shared, and how they could control their 
information (citing Toronto Real Estate Board v. Canada (Commissioner of 
Competition), 2017 FCA 236, [2018] 3 F.C.R. 563; and St-Arnaud c. Facebook inc., 
2011 QCCS 1506, 200 A.C.W.S. (3d) 97). 

[52] Facebook also attacks the evidentiary foundation of the application, arguing that 
it did not support finding that there had been no meaningful consent. The Commissioner 
led no evidence from Facebook users, very little evidence about Facebook users, no 
expert evidence, and no evidence about what Facebook could have done differently. 
The evidence that Facebook did not review third-party apps’ privacy policies, or the 
argument that Facebook users did not understand the nature, purposes, and 
consequences of the disclosure to third-party apps, are irrelevant to whether Facebook 
had consent to disclose information to those apps. Finally, Facebook submits that, in 
any event, its practices were in line with the Commissioner’s prevailing guidance and 
representations during the relevant period. 

[53] Turning to the safeguarding analysis, Facebook first contends that there is no 
requirement under clause 4.7 [of Schedule 1] of PIPEDA for intermediaries like itself to 
police third-party compliance with PIPEDA. Second, the Commissioner’s own guidance 
in 2014 was for platforms to provide links to external privacy policies. Facebook did this, 
used automated tools to monitor each link’s validity, and urged users via its Data Policy 
to “make sure to read [apps’] terms of service and privacy policies”. 

Analysis 

[54] The parties agree that the standards of review from Housen v. Nikolaisen, 2002 
SCC 33, [2002] 2 S.C.R. 235 apply: correctness for questions of law and palpable and 
overriding error for questions of fact or mixed fact and law. 

[55] I conclude that there are errors in the reasons of the Federal Court. I would allow 
the appeal and grant the Commissioner’s application, in part. 

[56] The Federal Court erred when it premised its conclusion exclusively or in large 
part on the absence of expert and subjective evidence given the objective inquiry. 
Second, the Court failed to inquire into the existence or adequacy of the consent given 
by friends of users who downloaded third-party apps, separate from the installing users 
of those apps. Consequently, the Court did not ask itself the question required by 
PIPEDA: whether each user who had their data disclosed consented to that disclosure. 
These are overarching errors which permeate the analysis with the result that the 
appeal should be allowed. 
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[57] I would add that the Federal Court did not engage with the evidence which 
framed and informed the content of meaningful consent under clause 4.3 [of Schedule 
1] and section 6.1 of PIPEDA. In fairness to the judge, this arose as a logical 
consequence of the threshold decision to effectively require subjective and expert 
evidence. Having made that decision, the judge did not turn to the implications of the 
evidence that was in fact before the Court with respect to the application of clause 4.3 
and section 6.1, noting the “paucity of material facts” (at paragraph 72). 

[58] There was, respectfully, considerable probative evidence that bore on the 
questions before the Court, including; the Terms of Service and Data Policy, the 
transcript of Facebook’s Chief Executive Officer, Mark Zuckerberg’s testimony that 
he “imagine[d] that probably most people do not” read or understand the entire Terms of 
Service or Data Policy, that 46 percent of app developers had not read the Platform 
Policy or the Terms of Service since launching their apps, that TYDL’s request for 
information was beyond what the app required to function, and the decision to allow 
TYDL to continue accessing installing users’ friends’ data for one year in the face of “red 
flags” regarding its non-compliance with Facebook’s policies. 

The Federal Court’s call for subjective or expert evidence 

[59] In assessing whether Facebook users gave meaningful consent to have their 
data disclosed, the Federal Court lamented the lack of both expert evidence, as to what 
Facebook could have done differently, and subjective evidence from Facebook users as 
to their expectations of privacy. While the Court acknowledged that “such evidence may 
not be strictly necessary”, it, in the end, predicated its decision on the “absence of 
evidence” which forced the Court to “speculate and draw unsupported inferences from 
pictures of Facebook’s various policies and resources as to what a user would or would 
not read; what they may find discouraging; and what they would or would not 
understand” (Federal Court decision, at paragraphs 71 and 77–78). Therefore, while 
subjective evidence was not necessary, the Federal Court considered it critical in 
determining whether a user provided meaningful consent. 

[60] Subjective evidence does not play a role in an analysis focused on the 
perspective of the reasonable person. 

[61] The meaningful consent clauses of PIPEDA, along with PIPEDA’s purpose, pivot 
on the perspective of the reasonable person. Section 6.1 of PIPEDA protects an 
organization’s collection, use, or disclosure of information only to the extent that a 
reasonable person would consider appropriate in the circumstances. Clause 4.3.2 [of 
Schedule 1] of PIPEDA asks whether an individual could have “reasonably 
underst[ood]” how their information would be used or disclosed (see also section 3 and 
clause 4.3.5 [of Schedule 1] of PIPEDA). 

[62] Importantly, the perspective of the reasonable person is framed by the 
legislation, which speaks of a corporation’s need for information. It does not speak of a 
corporation’s right to information. This is critical. The legislation requires a balance, not 
between competing rights, but between a need and a right.  

[63] The reasonable person is a fictional person. They do not exist as a matter of fact. 
The reasonable person is a construct of the judicial mind, representing an objective 
standard, not a subjective standard. Accordingly, a court cannot arbitrarily ascribe the 
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status of “reasonable person” to one or two individuals who testify as to their particular, 
subjective perspective on the question. As Evans J.A. wrote for this 
Court: “[d]etermining the characteristics of the ‘reasonable person’ presents difficulties 
in a situation where reasonable people may view a matter differently, depending, in part, 
on their perspective… However, the view of the reasonable person in legal tests 
represents a normative standard constructed by the courts, not an actuality that can be 
empirically verified” (Taylor v. Canada (Attorney General), 2003 FCA 55, [2003] 3 F.C. 
3, at paragraph 95). 

[64] Truer words cannot be said in the context of Facebook, with millions of Canadian 
users comprising the broadest possible sweep of age, gender, social, and economic 
demographics. 

[65] Facebook argues that “[c]ourts assess objective standards by reference to 
evidence”, including “expert evidence about standard practices and knowledge in the 
field”, “the availability of alternative designs” when assessing product safety, 
or “surrounding circumstances” when assessing a party’s due diligence, citing Ter 
Neuzen v. Korn, [1995] 3 S.C.R. 674, 1995 CanLII 72 (Ter Neuzen), Kreutner v. 
Waterloo Oxford Co-Operative, 50 O.R. (3d) 140, 2000 CanLII 16813 (Ont. C.A.) 
(Kreutner), and Canada (Superintendent of Bankruptcy) v. MacLeod, 2011 FCA 4, 330 
D.L.R. (4th) 311 (MacLeod)). However, the cases relied upon by Facebook are patently 
irrelevant or otherwise distinguishable on the facts. 

[66] Ter Neuzen and Kreutner deal with professional vocations and specialized 
industries. A court would, of course, need expert evidence to determine the standards 
applied to reasonable doctors (as in Ter Neuzen) or safely designed products (as in 
Kreutner); a judge is neither a practicing doctor nor a licensed engineer. The same 
cannot be said for the judge charged with the responsibility of determining the views of 
the reasonable person, who is both fictitious and yet informed by everyday life 
experience. 

[67] It is true, of course, that in developing the perspective of a reasonable person a 
court benefits from evidence of the surrounding circumstances. This assists in framing 
the perspective a reasonable person would have on the situation. Here, there was 
evidence of surrounding circumstances; it came from the facts of the Cambridge 
Analytica disclosure itself and in the form of Facebook’s policies and practices. There 
was evidence before the Court which enabled the determination of whether the 
obligations under Principle 3 and section 6.1 of PIPEDA had been met. 

[68] Facebook also argues that courts consider subjective expectations of privacy in 
assessing whether a reasonable expectation of privacy exists under section 8 of the 
Canadian Charter of Rights and Freedoms, being Part I of the Constitution Act, 1982, 
Schedule B, Canada Act 1982, 1982, c. 11 (U.K.) [R.S.C., 1985, Appendix II, No. 44] 
(Charter) (citing R. v. Edwards, [1996] 1 S.C.R. 128, 1996 CanLII 255 (Edwards)). 

[69] In the context of criminal law and the protections against unreasonable search 
and seizure under section 8 of the Charter, the evidence of the accused, should they 
testify, as to their expectations of privacy can be received. This is because an 
assessment of the reasonableness of a search may be informed, in part, by subjective 
expectations. Nevertheless, the inquiry under section 8 is ultimately normative, with a 
person’s subjective expectation of privacy being but one factor considered by the courts 
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(R. v. Tessling, 2004 SCC 67, [2004] 3 S.C.R. 432 (Tessling), at paragraph 42; 
Edwards, at paragraph 45). Indeed, and contrary to Facebook’s argument, the Supreme 
Court cautioned against reliance on subjective expectations of privacy in assessing a 
reasonable expectation of privacy (Tessling, at paragraph 42). 

[70] It was the responsibility of the Court to define an objective, reasonable 
expectation of meaningful consent. To decline to do so in the absence of subjective and 
expert evidence was an error. 

[71] Before leaving this section, there remains the question of the curious double 
reasonableness test in clause 4.3.2 [of Schedule 1] of PIPEDA. This clause sets out 
that an organization must “make a reasonable effort to ensure that the individual is 
advised of the purposes for which the information will be used”, and that for consent to 
be meaningful, “the purposes must be stated in such a manner that the individual can 
reasonably understand how the information will be used or disclosed”. In other words, 
both the efforts of the organization, and the form in which consent is sought, must 
apparently be reasonable. 

[72] This double reasonableness requirement does not affect this Court’s analysis. If 
a reasonable individual were unable to understand how their information would be used 
or disclosed—as here—this ends the inquiry. An organization cannot exercise 
reasonable efforts while still seeking consent in a manner that is itself inherently 
unreasonable. If the reasonable efforts of an organization could trump the reasonable 
person’s ability to understand what they are consenting to, the requirement for 
knowledge and consent would be meaningless. Put more simply, if the reasonable 
person would not have understood what they consented to, no amount of reasonable 
efforts on the part of the corporation can change that conclusion. Having regard to the 
purpose of PIPEDA, the consent of the individual, objectively determined, prevails. 

[73] This conclusion is reinforced by both legal and practical considerations. Legally, 
the requirement for valid consent set out in section 6.1 of PIPEDA makes clear that the 
validity of an individual’s consent depends on that individual’s understanding of what 
they are consenting to. Practically, given the complexity of the issues, requiring a litigant 
to lead sufficient evidence demonstrating what an organization could have or should 
have done could present an unsurmountable evidential burden. 

Meaningful consent: the friends of users 

[74] Clauses 4.3.4 and 4.3.6 [of Schedule 1] of PIPEDA state that the form of consent 
sought by an organization and the way an organization seeks consent may vary 
depending on the circumstances. Here, the circumstances of consent differed between 
two groups of Facebook users whose data was disclosed: users who downloaded third-
party apps, and friends of those users. 

[75] Only those who installed the third-party apps, and not their friends, were given 
the opportunity to directly consent to TYDL’s (or other apps’) use of their data upon 
review of the app’s privacy policy. Direct users of third-party apps were able to use the 
GDP process, through which they were given notice about the information categories 
the app sought to access, a link to that app’s privacy policy, and provided the 
opportunity to grant or deny data permissions. 
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[76] This distinction between users and friends of users is fundamental to the analysis 
under PIPEDA. The friends of users could not access the GDP process on an app-by-
app basis and could not know or understand the purposes for which their data would be 
used, as required by PIPEDA. 

[77] The only conclusion open to the Federal Court on the evidence was that 
Facebook failed to obtain meaningful consent from friends of users to disclose their 
data, and thus breached PIPEDA. This finding hinges mainly on Facebook’s different 
consent practices for users of apps and those users’ friends, and Facebook’s user-
facing data policies and practices with third-party apps more broadly. To the extent this 
evidence was acknowledged by the Federal Court, it made a palpable and overriding 
error in its conclusion that there was no breach of PIPEDA. 

[78] Facebook did not afford friends of users who downloaded third-party apps the 
opportunity to meaningfully consent to the disclosure of their data, since friends of users 
were simply unable to review those apps’ data policies prior to disclosure. This is not in 
accordance with PIPEDA: clause 4.3.2 [of Schedule 1] of PIPEDA requires that 
organizations “make a reasonable effort to ensure that the individual is advised of the 
purposes for which the information will be used”. 

[79] Facebook’s Platform Policy required third-party apps to inform users via privacy 
policies what data that app will use, and how it will use or share that data. Even if this 
were a sufficient practice to obtain meaningful consent of those that installed the app, it 
would only be sufficient for users able to access that policy at the time of disclosure, 
which would not include the friends of installing users. 

[80] Friends of users were only informed at a high level through Facebook’s Data 
Policy that their information could be shared with third-party apps when their friends 
used these apps: the Data Policy noted that “if you share something on Facebook, 
anyone who can see it can share it with others, including the games, applications, and 
websites they use” and that “[i]f you have made [certain] information public, then the 
application can access it just like anyone else. But if you’ve shared your likes with just 
your friends, the application could ask your friend for permission to share them” 
(emphasis added). 

[81] However, the Data Policy offers mundane examples of how those apps may use 
user data. The Policy does not contemplate large-scale data scraping, disconnected 
from the purpose of the app itself, which occurred in this case: 

Your friends and the other people you share information with often want to share 
your information with applications to make their experiences on those applications 
more personalized and social. For example, one of your friends might want to use 
a music application that allows them to see what their friends are listening to. To 
get the full benefit of that application, your friend would want to give the 
application her friend list - which includes your User ID - so the application knows 
which of her friends is also using it. Your friend might also want to share the music 
you “like” on Facebook. 

If an application asks permission from someone else to access your information, 
the application will be allowed to use that information only in connection with the 
person that gave the permission, and no one else. 
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For example, some apps use information such as your friends list, to 
personalize your experience or show you which of your friends use that particular 
app. 

(Emphasis added.) 

[82] This language is too broad to be effective. A user reading this could not 
sufficiently inform themselves of the myriad ways that an app may use their data, and 
thus could not meaningfully consent to future disclosures to unknown third-party apps 
downloaded by their friends. Additionally, the language of the Data Policy suggests that 
there are limitations on an app’s use of a user’s friend’s data. Here, even if consent can 
be distilled from the circumstances, there was use beyond that which could have 
reasonably been contemplated. 

[83] It should not be forgotten that meaningful consent under Principle 3 and section 
6.1 of PIPEDA is based on a reasonable person’s understanding of the nature, use and 
consequences of the disclosure. Here, it was impossible for friends of users to inform 
themselves about the purposes for which each third-party app would be using their data 
at the time of disclosure, or even to know that their data was being shared with such 
apps. This was a privilege only afforded to direct users of that app. Friends of direct app 
users who read the Data Policy would have had, at best, a vague and rosy picture of 
how third-party apps may use their data. Upon signing up to Facebook, friends of direct 
app users were effectively agreeing to an unknown disclosure, to an unknown app, at 
an unknown time in the future of information that might be used for an unknown 
purpose. This is not meaningful consent. 

Meaningful consent: the installers of TYDL 

[84] I reach the same conclusion with respect to the users or installers of the apps: 
these users also did not provide meaningful consent. There are certain differences in 
the analysis given the contextual and factual differences between the two groups. 
Centrally, installing users were able to use the GDP process, while friends of users 
were not. However, an analysis of Facebook’s policies and the installing users’ 
expectations in light of these policies leads to the same conclusion on meaningful 
consent. 

[85] The starting points are the Terms of Service and the Data Policy. Together they 
describe the types of user information collected by Facebook, what user information 
would be public, and how that information would be used. On a literal reading, the user 
could be understood to have been warned of the risks and to have consented. Whether 
this translates into meaningful consent is another matter. 

[86] Terms that are on their face superficially clear do not necessarily translate into 
meaningful consent. Apparent clarity can be lost or obscured in the length and miasma 
of the document and the complexity of its terms. At the length of an Alice Munro short 
story, the Terms of Service and Data Policy—which Mark Zuckerberg, speaking to a 
U.S. Senate committee, speculated that few people likely ever read—do not amount to 
meaningful consent to the disclosures at issue in this case. 

[87] The word “consent” has content, and in this case the content is legislatively 
prescribed. It includes an understanding of the nature, purpose and consequences of 
the disclosure. In this case, the question that the Federal Court was obligated to ask, 
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therefore, was whether the reasonable person would have understood that in 
downloading a personality quiz (or any app), they were consenting to the risk that the 
app would scrape their data and the data of their friends, to be used in a manner 
contrary to Facebook’s own internal rules (i.e. sold to a corporation to develop metrics 
to target advertising in advance of the 2016 U.S. election). Had the question been 
asked of the reasonable person, they could have made an informed decision.  

[88] Certain other contextual evidentiary points support this perspective of a 
reasonable person. 

[89] First, the key provisions that Facebook relies on to establish consent are in the 
Data Policy and not the Terms of Service. Mark Zuckerberg speculated before the U.S. 
Senate that even Facebook itself may not expect all of its users to have read, let alone 
understood, the Terms of Service or the Data Policy: he stated that he “imagine[d] that 
probably most people do not read the whole [policies]”. Worse, the consent of the Data 
Policy itself is obscured by the Terms of Service, as the Data Policy is incorporated by 
reference into the Terms of Service. By accepting the Terms of Service, the user is 
deemed to have consented to both. This is not the kind of active, positive and targeted 
consent contemplated by Principle 3 and section 6.1 of PIPEDA.  

[90] Facebook did not warn users that bad actors could, and may likely, gain access 
to Facebook’s Platform and thus potentially access user data. As will be discussed 
further below, Mark Zuckerberg admitted in 2018 that it would be “difficult to… 
guarantee” that no bad actors could ever use Facebook’s Platform. Facebook’s 
response to this is to position itself as a neutral, passive intermediary; an interlocutor 
between members of the Facebook community, with no responsibility for what 
transpires on its platform. 

[91] The consequence of viewing Facebook in this light is to diminish, if not efface, 
Facebook’s responsibilities under PIPEDA. While Facebook did warn users via its Data 
Policy that third-party apps were “not part of, or controlled by, Facebook”, and cautioned 
users to “always make sure to read [apps’] terms of service and privacy policies to 
understand how they treat your data”, it does not follow that users who read the Data 
Policy were aware that these third-party apps could be bad actors with intentions to 
ignore Facebook’s policies or local privacy laws, let alone sell their information to a third 
party. 

[92] Importantly, the reasonable Facebook user would expect Facebook to have in 
place robust preventative measures to stop bad actors from misrepresenting their own 
privacy practices and accessing user data under false pretences. Organizations can rely 
on third-party consent to disclose data, but those organizations must still take 
reasonable measures to ensure that the consent obtained by the third party is 
meaningful (Federal Court decision, at paragraph 65). It is difficult to see how Facebook 
can advance this defence in light of its own evidence that 46 percent of app developers 
did not read the pertinent policies since launching their apps. 

[93] There was evidence before the Court which informed both the consent and 
safeguarding obligations. That evidence indicates that during the relevant period 
Facebook took a hands-off approach to policing the privacy-related conduct of third-
party apps using Platform. Facebook did not review the content of third-party apps’ 

https://reports.fja-cmf.gc.ca/eng/
http://publications.gc.ca/site/eng/369902/publication.html
http://recueil.cmf-fja.gc.ca/fra/
http://publications.gc.ca/site/fra/369902/publication.html


https://reports.fja-cmf.gc.ca/eng/ 
http://publications.gc.ca/site/eng/369902/publication.html 

http://recueil.cmf-fja.gc.ca/fra/  
http://publications.gc.ca/site/fra/369902/publication.html 

 

privacy policies as presented to users; Facebook only verified that the hyperlink led to a 
functioning website. 

[94] In response, Facebook describes various types of enforcement systems, both 
human and automated, that it has in place to protect users’ privacy interests. It also 
notes that it took 6 million enforcement actions during the relevant period of time. The 
targets and purposes of these 6 million enforcement actions, their consequences and 
effectiveness were not disclosed by Facebook. Without more, this number reveals little; 
it is unknown how many enforcement actions Facebook took against any third-party 
apps for breaches of Facebook’s privacy policies. 

[95] Finally, and tellingly, Facebook failed to act on TYDL’s 2014 request for 
unnecessary user information. Instead, Facebook allowed the app to continue collecting 
users’ friends’ data for an additional year (Federal Court decision, at paragraph 43). 
Requests for unnecessary user information, such as that made by TYDL, were 
described by Facebook’s affiant as “red flags” for an app’s potential policy violations. 

[96] I agree, and note that this begs the question of why Facebook made no further 
inquiries of TYDL and its privacy practices once this red flag was raised. 

[97] These practices, taken together, lead only to the conclusion that Facebook did 
not adequately inform users of the risks to their data upon signing up to Facebook (risks 
that materialized in the case of TYDL and Cambridge Analytica). Therefore, meaningful 
consent was not obtained. As will be discussed below, these same practices and 
measures—or lack thereof—inform Facebook’s breach of its safeguarding duties. 

[98] I conclude by noting that much of Facebook’s argument presumes that users 
read privacy policies presented to them on signing up to social networking websites. As 
I mentioned earlier, at the length of a short story, this is a dubious assumption; see, for 
example, Laurent Crépeau’s critiques of the effectiveness of social networking websites’ 
data policies in his article “Responding to Deficiencies in the Architecture of Privacy: 
Co-Regulation as the Path Forward for Data Protection on Social Networking Sites” 
(2022), 19:2 Can. J.L. & Tech. 411, at page 446: 

… consumers are in an extremely unbalanced relationship with [social 
networking websites]. Rarely are they aware of how their information is collected 
and used, and they are even less aware of the amount of information. 
Furthermore, information regarding a firm’s data practices has usually been 
sanitized in documentation provided in help sections and privacy policies or is 
written with so much imprecision it is impossible to concretely grasp what is, in 
fact, being described. 

[99] I agree. I also note that these comments align with Facebook’s own admissions 
as to the reach and effectiveness of its consent policies, which, in the context of this 
case, are admissions against interest. I add to this that many of Facebook’s privacy 
settings default to disclosure, and that this requires both an understanding on the part of 
the user as to the risks associated with these default settings and a positive step on the 
part of the user to vary their settings. Consent requires active, affirmative choice, not 
choice by default.  

[100] Another important part of the context is that these are a consumer contracts of 
adhesion. This places Facebook’s privacy and disclosure clauses in their contractual 
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context. Consumer contracts of adhesion give the consumer no opportunity to negotiate 
contractual terms. To become a member of Facebook, one must accept all the terms 
stipulated in the Terms of Service and Data Policy. As Abella J., concurring, observed in 
Douez v. Facebook, Inc., 2017 SCC 33, [2017] 1 S.C.R. 751 (Douez): “No bargaining, 
no choice, no adjustments” (at paragraph 98). 

[101] There is a consequence to this. No negotiation and no bargaining enhances the 
likelihood of a divergence of expectations in what the contract entails. Again, as Abella 
J. wrote in Douez, at paragraph 99: 

Online contracts such as the one in this case put traditional contract principles to 
the test. What does “consent” mean when the agreement is said to be made by 
pressing a computer key? Can it realistically be said that the consumer turned his 
or her mind to all the terms and gave meaningful consent? In other words, it 
seems to me that some legal acknowledgment should be given to the automatic 
nature of the commitments made with this kind of contract, not for the purpose of 
invalidating the contract itself, but at the very least to intensify the scrutiny for 
clauses that have the effect of impairing a consumer’s access to possible 
remedies. 

[102] This same heightened scrutiny should apply here, to the clauses in Facebook’s 
Data Policy that purport to authorize broad future disclosures of data, potentially to bad 
actors. 

[103] Douez admittedly dealt with a different beast: a forum selection clause. There 
was no way a Facebook user could individually alter their litigation forum rights after 
signing up to Facebook. This stands in contrast to the inherent malleability of a user’s 
privacy settings on Facebook. However, as detailed above, it is not clear that any given 
user signing up to Facebook understood the intricacies of the Data Policy and the 
potential data disclosures they were agreeing to in the first place. Additionally, I do not 
suggest that the clauses at issue in this case would become unenforceable due to the 
fact that they are contained within a consumer contract of adhesion, as was the case in 
Douez (see majority judgment at paragraphs 52–57, and Abella J.’s concurring 
judgment, at paragraph 104). Here, the nature of the contract rather acts as an 
interpretive prism that limits the effect of the relevant provisions. 

[104] David Lie et al. acknowledge the importance of privacy policies in data 
transparency in their article “Automating Accountability? Privacy Policies, Data 
Transparency, and the Third-Party Problem” (2022), 72:2 U. Toronto L.J. 155. However, 
the authors go on to note that privacy policies “are widely thought to be a failure in 
relation to improving consumer understanding of data flows”, as “[m]ost people do not 
read them, many find them difficult to understand, and, even if people were to read and 
understand the policies directly relevant to the services they use, it would take an 
unreasonable amount of time” (at pages 157–158). 

[105] Lie et al. are also critical of privacy policies’ failure to “provide a clear picture of 
privacy ‘defaults’”, noting that Facebook’s Data Policy itself states “[w]hen you share 
and communicate using our [Products], you choose the audience [for what you share]”. 
This language does not “help the user… to analyse the initial default settings” (at page 
165; Data Policy text updated to reflect Facebook’s most recent Data Policy on the 
record before this Court). Default settings may also “nudge an individual to make a 
privacy choice that is not consistent with his or her privacy preferences or that raises 
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issues of broader social concern” (at page 165). Crépeau also notes that social 
networking websites are generally designed to induce disclosure of user information, 
with default settings “aimed towards allowing disclosures of information because people 
will seldom take the time to change them, let alone become aware that they can be 
changed” (at page 420). 

[106] In 2018, Mark Zuckerberg acknowledged before the U.S. Senate that Facebook 
had failed “the basic responsibility of protecting people’s information”, that it had not 
done enough to “prevent [Facebook’s] tools from being used for harm”, and that Mark 
Zuckerberg himself “imagine[d] that probably most people do not read the whole [Data 
Policy and Terms of Service of Facebook]”. Additionally, Facebook’s Vice President and 
Chief Privacy Officer announced in a news release in 2018 that the Cambridge 
Analytica breach “showed how much more work we need to do to enforce our policies 
and help people understand how Facebook works and the choices they have over their 
data”. 

[107] No distinction is made in these admissions between the users of TYDL and their 
friends. 

[108] Had the Federal Court considered all of the factors above, it would have 
concluded that no user provided meaningful consent to all data disclosures by 
Facebook in the relevant period. 

The safeguarding obligation 

[109] An organization can be perfectly compliant with PIPEDA and still suffer a data 
breach. However, the unauthorized disclosures here were a direct result of Facebook’s 
policy and user design choices. Facebook invited millions of apps onto its platform and 
failed to adequately supervise them. The Federal Court failed to engage with the 
relevant evidence on this point, and this was an error of law. 

[110] Facebook did not review the content of third-party apps’ privacy policies, despite 
these apps having access to downloading users’ data and the data of their friends. 
Since Facebook never reviewed these privacy policies, and since friends of 
downloading users could not have reviewed these privacy policies either, the policing of 
an app’s data use and disclosure was left in the hands of a small number of 
downloading users who may never have read the policies themselves. 

[111] Facebook also did not act on TYDL’s 2014 request for unnecessary user 
information, despite this request being described as a “red flag” by Facebook’s affiant. 
While Facebook’s failure to review third-party apps’ privacy policies was a failure to take 
sufficient preventative action against unauthorized disclosure of user data, Facebook’s 
failure to take action upon seeing red flags amounted to Facebook turning a blind eye to 
its obligation to adequately safeguard user data. 

[112] I would add that Facebook’s inaction here was part of a larger pattern: in 
December 2015, when Facebook became aware that TYDL had scraped and sold the 
data of users and users’ friends, contrary to Facebook’s own policies, it did not notify 
affected users and it did not ban Cambridge Analytica or Dr. Kogan from Platform. 
Facebook only banned Dr. Kogan and Cambridge Analytica in March 2018—two and a 
half years after the media reports emerged about TYDL’s scraping and selling of user 
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data—when Facebook found out that Dr. Kogan and Cambridge Analytica may not have 
actually deleted the improperly obtained user data (Federal Court decision, at 
paragraph 39; see also Facebook’s 2018 Partial Response to the Commissioner). 

[113] To be clear, Facebook’s conduct following its disclosure of data to TYDL is not 
legally relevant. As held by the Federal Court, the safeguarding principle deals with an 
organization’s “internal handling” of data, not its post-disclosure monitoring of data. 
However, Facebook’s post-disclosure actions contextually support the finding that it did 
not take sufficient care to ensure the data in its possession prior to disclosure was 
safeguarded. 

[114] Facebook argues that it would have been practically impossible to read all third-
party apps’ privacy policies to ensure compliance, and that Facebook was entitled to 
rely on the good faith performance of the contracts it had in place. 

[115] It may be true that reading all third-party apps’ privacy policies would have been 
practically impossible. But, this is a problem of Facebook’s own making. It invited the 
apps onto its website and cannot limit the scope of its responsibilities under section 6.1 
and Principle 3 of PIPEDA by a claim of impossibility. 

[116] Despite its obvious limitations, there is a loose analogy here to the commercial 
host liability line of cases (beginning with Jordan House Ltd. v. Menow, [1974] S.C.R. 
239, 1973 CanLII 16, at page 248): having invited customers in with a clear profit 
motive, the host cannot now argue that too many came and some behaved badly for it 
to meet its obligations. Admittedly, the question before this court is not one of 
negligence—but it is one of whether Facebook took reasonable steps to protect the data 
of users that it invited onto its site. This observation has even greater resonance when 
considered in the context of Facebook’s business model: the more apps, the more 
users, the more traffic, the more revenue. Having created the opportunity for the data 
breach, Facebook cannot contract itself out of its statutory obligations. 

[117] Facebook is entitled to rely on the good faith performance of contracts, but only 
to a point. As discussed above, Mark Zuckerberg admitted that it would be difficult to 
guarantee that there were no “bad actors” using its Platform. It is incongruent to expect 
a bad actor to carry out a contract in good faith. Facebook therefore should have taken 
further measures to monitor third-party contractual compliance. 

[118] I conclude that Facebook breached its safeguarding obligations during the 
relevant period by failing to adequately monitor and enforce the privacy practices of 
third-party apps operating on Platform. 

Purposive balancing under PIPEDA 

[119] In rejecting the Commissioner’s application, the Federal Court noted that the 
parties were merely providing “thoughtful pleas for well-thought-out and balanced 
legislation from Parliament that tackles the challenges raised by social media 
companies and the digital sharing of personal information”, and that to find a breach of 
PIPEDA would be “an unprincipled interpretation from this Court of existing legislation 
that applies equally to a social media giant as it may apply to the local bank or car 
dealership” (Federal Court decision, at paragraph 90). 
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[120] This denies the importance of context. While it is true that the normative law 
applies equally, to all, its application varies with the context. Facebook’s business model 
centres around aggregating information and maintaining users on its platform for the 
purposes of selling advertising. The raison d’être of Facebook shapes the content and 
contours of its obligations to safeguard information and to obtain meaningful consent. 
There are no internal limits or brakes on Facebook’s “need” for information, given what 
it does with information, the demographic of its clientele, and the direct link between its 
use of information and its profit as an organization. A car dealership’s “need” for 
information is entirely different; the nature of the information and its uses are reasonably 
understandable, predictable and limited. The analogy to a car dealership is inapt. 

[121] I note in passing that the Federal Court referred to an organization’s “right to 
reasonably collect, use or disclose personal information” (at paragraph 50, emphasis 
added). However, PIPEDA’s purpose, as set out in section 3, refers to an individual’s 
right of privacy, and an organization’s need to collect, use or disclose personal 
information. An organization has no inherent right to data, and its need must be 
measured against the nature of the organization itself. This distinction between 
the “rights” which are vested in the individual, and an organization’s “need” is an 
important conceptual foundation in the application of PIPEDA. 

[122] The disposition of this case aligns with the purpose of PIPEDA as set out in 
section 3. It does not accord with the purpose of PIPEDA to find that Facebook users 
who downloaded TYDL (or other apps) agreed to a risk of mass data disclosure at an 
unknown time to unknown parties upon being presented with a generic policy, in digital 
form, which deemed to them to have read a second policy containing a clause alerting 
the user to the potential disclosure, all in the interest of Facebook increasing its bottom 
line. 

[123] Parliament inserted the word “meaningful” into clause 4.3.2 [of Schedule 1] of 
PIPEDA, and when reading legislation it is understood that each word has to be given 
meaning. If pure, contractual consent alone was the criteria, then the outcome of this 
case may be different. But that is not what Parliament has prescribed. Put otherwise, 
the question is not whether there is a provision buried in the terms of service whereby a 
user can be said to have consented. There will almost always be a provision to this 
effect on which a respondent can rely. This question is relevant, but not determinative of 
compliance with the twin obligations of PIPEDA; rather the inquiry is broader and 
contextual. 

[124] Whether consent is meaningful takes into account all relevant contextual factors; 
the demographics of the users, the nature of the information, the manner in which the 
user and the holder of the information interact, whether the contract at issue is a one of 
adhesion, the clarity and length of the contract and its terms and the nature of the 
default privacy settings. The doctrines of unconscionability and inequality of bargaining 
power may also be in play. All of these considerations form the backdrop to the 
perspective of the reasonable person and whether they can be said to have consented 
to the disclosure. 

Estoppel and officially induced error do not apply 

[125] Facebook relies on the doctrines of estoppel and officially induced error to argue 
that there can be no breach of PIPEDA.  
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[126] The doctrine of officially induced error is a defence that can be raised against 
criminal or regulatory violation accusations. See for instance: Lévis (City) v. Tétreault; 
Lévis (City) v. 2629-4470 Québec inc., 2006 SCC 12, [2006] 1 S.C.R. 420, at 
paragraphs 20–26; La Souveraine, Compagnie d’assurance générale v. Autorité des 
marchés financiers, 2013 SCC 63, [2013] 3 S.C.R. 756, at paragraph. 57. Similarly, 
promissory estoppel can be raised against a public authority (Malcolm v. Canada 
(Minister of Fisheries and Oceans), 2014 FCA 130, 460 N.R. 357 (Malcolm), at 
paragraph 38). 

[127] I understand the basis of these arguments. The language used by the 
Commissioner in corresponding with Facebook was broad and unqualified. While the 
argument fails for reasons that I will explain, it does highlight the need for public officials 
to avoid arguably categorical statements in circumstances where the facts are uncertain 
and the relationship between technology and privacy interests are rapidly evolving. 

[128] This argument arises from a 2008–2009 investigation by the Commissioner into 
Facebook’s privacy practices, including its disclosure of users’ personal information to 
third-party apps. Following this investigation, the Commissioner issued 
recommendations that Facebook limit third-party apps’ access to user information not 
required to run that app, inform users of the specific information required by an app, and 
for what purpose, and require users to consent to an app’s access to the specific 
information sought. 

[129] The Commissioner also initially recommended that Facebook prohibit disclosures 
of personal information of users who are not themselves adding an app (i.e. the friends 
of installing users), but this was abandoned, given the proposed GDP process, and the 
social and interactive nature of many apps (Federal Court decision, at paragraphs 45–
46). 

[130] In September 2010, the Commissioner sent Facebook a letter, stating that 
Facebook had satisfied its commitments to the Commissioner’s Office, though 
it “encourage[d] Facebook to continue improving its oversight and its education of 
developers as to their privacy responsibilities” (Federal Court decision, at paragraph 
47). 

[131] Facebook’s reliance on estoppel and official induced error fails for three reasons. 

[132] First, factually, the Commissioner’s statements were themselves equivocal: the 
Commissioner was “gratified” by Facebook’s “recent introduction of the [GDP] model”, 
but also encouraged Facebook to “continue improving its oversight and its education of 
developers” (Federal Court decision, at paragraph 47). The investigation and related 
communications took place between 2008–2010. Privacy and the standard of a 
reasonable expectation of privacy is highly context-dependent and it is trite to note that 
the technological landscape has evolved, and continues to evolve at lightning speed. 
Even assuming Facebook was compliant in 2010, the representations encouraged 
further action. Facebook can and should be expected to adapt its privacy measures as 
time goes on as we develop a more sophisticated understanding of the privacy risks 
inherent in social media. 

[133] Second, applications under PIPEDA are treated as de novo hearings. As this 
Court held in Englander, the Commissioner’s report following an investigation is owed 
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no deference, as what is at issue in such an application is “not the Commissioner’s 
report, but the conduct of the party against whom the complaint is filed” (at paragraph 
47). Facebook’s ultimate concern through the relevant period should have therefore 
been compliance with PIPEDA—not the position of the Commissioner on its practices in 
2010. 

[134] Finally, estoppel in a public law context has narrow application, and “requires an 
appreciation of the legislative intent embodied in the power whose exercise is sought to 
be estopped” (Malcolm, at paragraph 38). The Commissioner cannot be prevented from 
carrying out their statutory duty today because of an equivocal representation made 
over a decade prior. 

Disposition 

[135] Facebook’s practices between 2013–2015 breached Principle 3, Principle 7, and 
section 6.1 of PIPEDA and a declaration should issue to that effect. 

[136] The Commissioner also seeks, among other things, an order requiring Facebook 
to comply with PIPEDA by implementing “effective, specific and easily accessible 
measures to obtain, and ensure it maintains, meaningful consent” for the disclosure of 
users’ personal information to third parties. The Commissioner suggests specific steps 
to be taken by Facebook in implementing this order, including “clearly informing Users 
about the nature, purposes and consequences of disclosure of their personal 
information to Third Parties”; “obtaining express consent from Users when Facebook 
uses and discloses sensitive personal information”; “ensuring that Users can determine, 
at any time, which Third Parties have access to their personal information” and “can 
alter their preferences so as to terminate or disallow some or all access by such Third 
Parties”; and “ensuring ongoing monitoring and enforcement of all Third Parties’ privacy 
communications and practices”. 

[137] The Commissioner also requests an order that Facebook “particularize the 
specific technical revisions, modifications and amendments to be made to its practices 
and to the operation and functions of the Facebook service to comply with the relief 
sought” to the Commissioner’s satisfaction, and subject to the Court’s later approval. 

[138] The Commissioner asks the Court to retain ongoing supervisory jurisdiction for 
the purposes of monitoring and enforcing the orders requested and determining 
disputes arising between the parties in the implementation of the orders. 

[139] The Commissioner’s requested relief comes in the context of the legal and 
regulatory responses in other jurisdictions to the Cambridge Analytica disclosure. 

[140] In the U.S., the Federal Trade Commission (FTC), among other things: imposed 
a fine of $5 billion dollars on Facebook; prohibited Facebook from misrepresenting the 
extent of its privacy and security practices; required Facebook to adopt more explicit 
and clear consent practices; required Facebook to undertake compliance reporting to 
the FTC; and required Facebook to adopt a privacy program by which Facebook must 
document the content, implementation, and maintenance of the program, assess 
privacy risks and corresponding safeguards, establish an independent privacy 
committee, and obtain ongoing independent privacy program assessments (Settlement 
Decision and Order, USA v. Facebook, 1:19-cv-02184 (D.D.C.)). 
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[141] In the United Kingdom (U.K.), the Information Commissioner’s Office (ICO) 
issued a £500,000 fee against Facebook in 2018 for breaches of data privacy laws 
(namely, for a lack of transparency and a failure to keep user data secure due to 
insufficient checks on apps using its platform) (ICO News Release dated October 25, 
2018). 

[142] I note that Facebook settled with U.S. and U.K. regulatory authorities without 
admitting to any alleged wrongdoing (Settlement Decision and Order, USA v. Facebook; 
ICO News Release dated October 30, 2019). 

[143] Facebook submits that there is no basis for the “sweeping… remedies” 
requested by the Commissioner, emphasizing the inadequate evidentiary foundation 
and the extraordinary nature of the remedies sought. 

[144] Facebook also claims that the Commissioner’s application is effectively moot, as 
its “privacy practices have evolved significantly since the events in question took place”; 
for example, it has eliminated apps’ ability to request access to information about 
installing users’ friends, further strengthened its App Review process, continued to 
refine Graph API, and made its Terms of Service and Data Policy clearer. I note, 
parenthetically, that this argument is inconsistent with its argument that the 2008–2010 
investigation and related communications are determinative of the current application. 
Facebook cannot have it both ways. 

[145] I do not accept that the nature of the remedies sought constitutes a cogent 
ground for refusing a remedy. If there is a legal and evidentiary basis for the remedy, 
whether it is “extraordinary” or “sweeping” is of no moment. However, whether this 
Court should issue a remedial order in light of the assertion that the evidentiary record 
has shifted since the filing of the application is a different question, potentially one of 
mootness. The Court will not issue orders which would be of no force or effect. 

[146] The events that gave rise to this application transpired a decade ago. Facebook 
claims that there have been many changes in its privacy practices since then, such that 
there may no longer be any nexus between the underlying breaches and the question of 
remedies sought. Further, the extent to which the evidentiary record in the Federal 
Court is sufficient to allow this Court to fairly adjudicate this question was not explored 
in argument before us. Absent further submissions or potentially, fresh evidence, this 
Court is not in a position to decide whether any of the Commissioner’s requests related 
to Facebook’s current conduct are reasonable, useful, and legally warranted. 

Conclusion 

[147] I would allow the appeal with costs, declare that Facebook’s practices between 
2013 and 2015 breached Principle 3 as set out in clause 4.3 [of Schedule 1 of PIPEDA], 
Principle 7 as set out in clause 4.7 [of Schedule 1], and once in force, section 6.1 of 
PIPEDA. I would advise that the Court remain seized of the matter and require the 
parties to report within 90 days of the date of these reason as to whether there is 
agreement on the terms of a consent remedial order. Should no agreement be reached, 
further submissions will be invited on the question of remedy. 

GLEASON J.A: I agree. 
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GOYETTE J.A.: I agree. 
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